


30 It is the world association of engineers that deals with the 
normalization and the development of technical areas. It has 
approximately 425,000 members and volunteers in 160 
countries, and it is the biggest non-profit international 
association made up by professionals of the new technologies31 
(RGPD). This instrument came into force in May 2018. Its main 
objective is to protect citizens from breaches to their privacy and 
from the use of their data, and to o�er them greater control over 
what is gathered and shared about them. The regulation compels 
companies to enhance the transparency mechanisms regarding 

the use of people’s data. It requires that 
companies get users’ consent to gather and 
use their data (for a given purpose) and it 
issues a regime for new fines. 

In order to comply with the requirements 
established, companies are asked to monitor 
people on a big scale regularly and 
systematically, and those companies that 
process great amounts of sensitive personal 
data should hire a person responsible for data 
protection, prioritizing the subject of data 
protection during board of directors 
meetings.

Moreover, it lifts the legal barriers to prevent 
companies from publishing ads based on 
personal matters, such as work, education or 
marital status. This regulation is expected to 
reduce the administrative burden for EU 
companies by up to €2.3 Bn. (approximately 
US$2.5 Bn.) per year, thanks to the creation 
of a single authority for all the administrative 
decisions related to data processing.

As for individuals, the regulation gives them 
the right to ask a company to give them or, 
under certain conditions, to delete all the 
data this company has about them, and it 
exempts individuals from having to abide by 
a decision if it was made automatically and it 
has a considerable impact on them 
personally (Burgess, 2019).

The convergence between the GDPR and AI 
is accompanied by interesting discussions. In 
the conversations, the Article 22 is 
underscored, which a�ects automated 
decision-making and profiling. At the same 
time, the topic most actively discussed refers 
to restrictions to make a fully automated 
decision that has legal e�ects or a�ects one 
person significantly. In order to be applicable, 
significant information about the rationale 
involved in the decision-making process has 
to be shared, among other aspects. This 
di�ers from the algorithmic explainability, in 
which the “how” and “why” of an individual 

automated decision should be explained. 
Rather, information about the algorithmic 
method used is required, which is very 
di�erent from explaining the rationale of an 
automated decision-making. In this sense, no 
code information that might be proprietary is 
asked to be shared, a misunderstanding that 
has disappointed the industry. 

According to experts, adopting the GDPR in 
an AI context might be a key driving force in 
terms of trust, acceptance and adoption by 
consumers and governments, as well as an 
important first step towards a regulated data 
market (Spyridaki, 2019). However, it has 
been accepted that the regulation, in its 
current version, has areas of opportunity, 
such as the existence of gray areas due to an 
ambiguous use of language that could lead to 
misinterpretations with serious repercussions 
(GDPR editors, 2019).
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Data Trusts

Data Trusts are defined by the Open Data Institute (ODI), one of the 
leading organizations in this matter, as a legal instrument that provides an 
independent data administration. They would allow deciding who can have 
access to certain data, to what e�ect and who would benefit from that. It 
is suggested that several organizations that gather and store data 
authorize an independent institution agreed upon to make decisions 
regarding the use of those data and how they are shared for a previously 
arranged purpose. Trusts would take responsibility over the way data are 
used and shared, and they would assume some obligations. They would be 
responsible for ensuring that the decisions made contribute to the purpose 
of the data trust, as well as to the benefit intended, balancing opposing 
views.

Even though they are called “trusts”, the ODI states that they do not 
necessarily have to be controlled through the legislation and regulations 
related to trusts (Trust Law), as these laws regulate the propriety of goods, 
and that is not the case for data. However, they are used as reference to 
aim at the establishment of obligations that are similar to those of trusts.

Trusts could have di�erent forms according to the context and the 
processes to be monitored and protected. Some examples the ODI 
determines are: Terms and mechanisms of operation, an organization, a 
legal structure, a data storage instrument or a public surveillance 
mechanism.

In order to understand how a trust works, we should be clear about the 
participating players and the benefits they obtain:

Data holders, that is to say, not their owners but those who collect and 
store them in the private, public and third sectors, might enable access to 
their data, reducing the necessary resources.

Groups working with data holders might help them examine, design and 
operate a data trust or advise independently to assess their reliability.

Citizens and consumers might advocate for data trusts to achieve 
processes that are more open, participative and deliberative regarding the 
way their data or data whose use a�ects them are shared and used.
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Data Portability

Data users might participate in data trusts to ask for authorized access to 
data stored by organizations.

Governments might mandate a data trust to prevent data monopolies or 
restrictions to access data of certain organizations. Likewise, they might 
promote the creation of personal data trusts by funding them and sharing 
research on the subject. 

One of the main reasons to set up a data trust is the possibility of unlocking 
the value of data, enabling collaboration in common challenges, o�ering 
new opportunities to startups and businesses to innovate with data. In a 
nutshell, a data trust might ensure that the benefits of data are distributed 
in a broader, fairer and more ethical way (ODI, 2019). In particular, when it 
comes to AI, the trust model would make it possible to boost and 
democratize the use of such technology as a result of greater data 
availability.

Data Trusts are in an incipient stage, but they are expected to work as 
governance agreements among the parties to ensure faith in the data 
access and exchange process between third parties.

This concept is based on the belief that people should be able to transfer 
the data that a service has about them and take them to another service. It 

is argued that it can promote online competitiveness and foster the creation 
of new services. In spite of the inconveniences this entails, experts in the 

subject of competitiveness and data protection agree that portability may 
empower people by giving them more control over their data and simplifying 

the selection of online service providers. On the other hand, the benefits that 
data portability brings to people, startups and big companies are 

acknowledged, as well as the fact that, as they can share data, a greater number 
of companies may train AI systems, increasing competitiveness and competition 

in the sector (Egan, 2019).

Even though the term “data portability” is found in the existing legislation and 
regulations, it is still a concept under construction and it is hard to explain from the 

point of view of controllers. Experts suggest having clear rules about what type of 
data should be portable and who would be responsible for the protection of data in 

case they are transferred to third parties. There should be clarity about how the issue 
of data portability to data shared among di�erent people or to data resulting from the 

analysis of a person’s data would be implemented.
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Preparation of the Labor Force for
Digital Transformations

Many initiatives regarding this issue are already being developed all around 
the world. On the one hand, we have The Data Transfer Project, a 
collaborative open-source software project  of Facebook, Google, 
Microsoft, Twitter, Apple and others, designed to help participants develop 
interoperable systems for individuals to be able to transfer their data 
between online service provides e�ciently (Egan, 2019).

On the other hand, the state of California, in the United States, is about to 
implement a data portability provision that authorizes every consumer to 
transfer and move their data as they see fit. The provision establishes that 
information should be in a usable format so its transfer is simple and 
e�cient (New America, 2019). The governments of Singapore, Australia, 
India and Hong Kong, to name a few, are also exploring the possibility to 
implement legislation in favor of portability (Egan, 2019).

The future of work is a priority and controversial topic that stems, to a 
great extent, from the possible impact of automation on jobs, while other 
elements, such as globalization and demographics, are driving changes in 
the labor force. 

It will be important to ensure that people who lose their jobs can receive 
continuous training (upskilling and reskilling) to increase their 
employability opportunities according to new market needs. Nevertheless, 
the question arises about who will have to provide that training. While the 
previous industrial revolutions a�ected mainly manual tasks, a wider range 
of jobs will be a�ected by the 4IR: manual tasks, but also o�ce and 
administrative tasks, and even highly-specialized professions.

The future of work is a global challenge, but changes in the labor force will 
take place in di�erent ways and at di�erent paces depending on the 
characteristics of the labor market in each place, creating the need to 
devise both national and local strategies to ensure an inclusive transition. It 
is vital for public policy makers to strengthen the adaptability of their labor 
markets, collaborating with other sectors to define a resilience strategy 
that encompasses the continuous training of the present labor market, the 
training in soft skills of the future labor market and the creation of 
adequate mechanisms of social protection. 
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TechPlomacy

In 2018, engineers form the Helsinki University and the startup Reaktor 
launched the course Elements of AI, a free, online course about AI for 
Finnish citizens. Apart form being a technical course on AI, it is about 
helping people face the growing digitalization of society and understand 
the new possibilities that AI o�ers in the labor market, among other 
topics. It includes a great variety of modules, from the philosophical 
implications of AI to subjects such as Bayesian probabilities, and it ends 
with a certification upon passing an evaluation.

Considering the success of the program and the pressing need for AI not 
to be a topic addressed only by the elites, the Finnish government 
decided to promote the content among its citizens, setting the goal that 
1% of the population should take the complete course. By February 2019, 
not only had the goal been exceeded, but the government of Sweden 
challenged the Finnish government to see which country would reach a 
higher number of citizens trained.

In 2019, the course was translated into several languages so it could be 
shared with the citizens of the other member states of the EU. It was 
shared as a Christmas present in December 2019 with the aim of training 
1% of the EU population by 2021. 

Use Case: Free AI Courses in FinlandIA

TechPlomacy is a concept developed by Casper Klynge, former 
Technology Ambassador of Denmark, and it refers to the need to face new 
challenges as a consequence of the disruptive technologies in a 
collaborative manner. The government cannot, and should not, be the only 
one to make decisions about this topic any longer, but the digital era 
demands a diplomacy that brings together governments, the civil society 
and technology companies. This conversation stems from the need to 
institutionalize answers to the growing impact of technology companies in 
the world. Besides having an influence on national and foreign policies of 
di�erent states, these companies sometimes have their own foreign 
policies. It becomes important to apply external pressure so they bear a 
given level of responsibility for their actions and decisions (Brookings, 
2018). 
Specifically, there is a call upon e�orts on both sides: Governments should 
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32   www.ia2030.mx
  
33   They are six topics in all: Ethics; governance, govern-
ment and public services; data, digital infrastructure and 
cybersecurity; research and development; skills, capacities 
and education; and Mexicans abroad. 

strengthen their collaborative capacity and 
culture, while external players such as 
companies should be more proactive in terms 
of sharing valuable information, limiting 
short-term benefit views.  
Even though the concept of “TechPlomacy” is 
new, acknowledging the power of 
collaboration in the face of complex 
problems is not, and there are di�erent 
initiatives in Latin America that seek to 
address the potential of new technologies as 
well as their challenges and opportunities 
from a multisectoral perspective.  
Among them, Mexico’s e�ort to create a 
national AI agenda collaboratively from the 
coalition IA2030Mx stands out. This 
multi-disciplinary civic group, starting o� 
collective intelligence exercises, has been 
working since mid-2018 on a series of 
milestones to strengthen the ecosystem, 
co-create an outlook towards 203032 aligned 
with the SDG and take advantage of the 
benefits of 4IR33. 

AIn turn, there are emerging e�orts on a 
Latin American and Caribbean level that seek 
to accelerate the ethical and responsible use 
of AI, such as fAIr LAC (Cabrol, 2020), a 
platform led by the IDB together with C 
Minds in collaboration with partners from all 
the sectors. This Project, launched in late 
2019, has di�erent hubs in the region in which 
governments work with the academic world 
to deal with the main local challenges. By way 
of example, the Jalisco hub, in Mexico, will be 
covering topics in the realm of education 
(school dropout) and health (diabetic 
retinopathy).

On the other hand, we have the Global 
Initiative on Ethics of Autonomous and 
Intelligent Systems of the IEEE, which 
includes the LatAm circle with the aim to 
contribute the perspective of Latin America 
to the creation of standards for AI algorithms, 
giving the region the opportunity to join the 
global conversations that will determine AI 
governance one way or another. 

The set of best practices presented in 
previous paragraphs is only an overview on 
di�erent complementary proposals and 
topics that seek to face creatively the 
challenges that accompany the development 
and implementation of AI from a global 
perspective. These examples try to bring 
Latin American decision-makers, both in 
companies and governments, closer to a 
spectrum of possibilities from which they can 
balance the pursuit of economic 
development together with the impact and 
social development in the region. 
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Conclusion

No aspect of your personal or professional life
will be exempt from the transformation

driven by Artificial Intelligence
 - Amy Webb

The unavoidable transition towards 4IR, driven by the digital 
economy, calls for multi-disciplinary spaces which analyze the 
meaning and the positive and negative impact of the accelerated 
adoption of emerging technologies, and which take us to the 
creation of mechanisms for AI to help solve the most pressing 
current challenges in a way that respects human rights and that 
seeks to reduce inequality gaps.

AI, as a general-purpose technology that creates learning and 
future predictions based on patterns identified in historical data, 
promises an attractive economic growth, with the possibility of 
increasing the regional GDP by 5.4% by 2030. However, it is 
important to remember that the benefits will be shared only 
among the countries that opt for the adoption of AI, both in the 
private and the public sectors. 

Even though AI is emerging as a tool capable of having a positive 
impact on the fulfillment of the SDG, it is a complex and delicate 
technology because of the risks brought about by the use of data, 
and because of the collateral e�ects its adoption may have for 
society. That is why an approach for a responsible and ethical use 
of AI is vital, where there are inclusive processes, diverse teams, 
trust, protection of human rights and of minorities, and respect for 
individuals’ privacy. In spite of the multiple risks associated with AI, 
it is important to take into account that, to a great extent, they can 
be mitigated through timely planning, aligned with regulatory 
frameworks and comprehensive agendas, such as national AI 
strategies and other mechanisms. 
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The path Latin America should follow to take advantage of AI ought to be 
defined internally in a collaborative manner through regional debates 
surrounding the definition of ethical principles, the formation of capacities 
in the public and private sectors, the development of legislation, 
regulations and pilot tests of innovative mechanisms for the access and 
responsible use of data, together with new concepts such as TechPlomacy, 
which prioritizes collaboration among sectors. For the region, it will be 
essential to participate actively in the global conversations about AI 
governance and to explore new opportunities in order to accelerate the 
regional well-being and, at the same time, to keep strengthening the 
connectivity and digitalization of the population.

The actions taken for the short, mid and long term from a collaborative 
regional model and the capacity to coordinate existing initiatives on digital 
economy and on the development and adoption of a responsible AI will 
determine the future of the region, a�ecting the life quality of citizens and 
the existence of social mobility opportunities for future generations. 
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Disclaimer. The opinions expressed in the publication are the sole 
responsibility of the authors. Said opinions do not intend to reflect the 
opinions or perspectives of CETyS or any other organization involved in 
the project.
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